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Abstract 

The SKB GWFTS Task Force is an international forum in the area of conceptual and 

numerical modeling of groundwater flow and solute transport in fractured rock relevant 

for the deep geological disposal of radioactive waste. Two in situ matrix diffusion 

experiments in gneiss were performed at POSIVA’s ONKALO underground facility in 

Finland. Synthetic groundwater containing several conservative and sorbing radiotracers 

was injected at one end of a borehole interval and flowed along a thin annulus towards 

the opposite end. Several teams performed predictive modeling of the tracer breakthrough 

curves using “conventional” modeling approaches (constant diffusion and sorption in the 

rock, no or minimum rock heterogeneity). Supporting information, derived from small-

scale laboratory experiments, was provided. The teams were free to implement different 

concepts, use different codes and apply the transport and retention parameters that they 

considered to be most suited (i.e. not a benchmark exercise). The main goal was the 

comparison of the different sets of results and the analysis of the possible differences for 

this relatively simple experimental setup with a well-defined geometry. 

The calculated peaks of the breakthrough curves were very sensitive to the 

assumed magnitude of dispersion in the borehole annulus. However, given the very 

different time scales for advection and matrix diffusion, the tails of the curves provided 

information concerning diffusion and retention in the rock matrix regardless of the 

magnitude of dispersion.  
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In the framework of the deep geological disposal of radioactive waste in fractured 

crystalline rocks, the diffusion of radionuclides from water-conducting fractures to the 

stagnant porewater of the adjacent wall rock, known as matrix diffusion, is the main 

retardation mechanism for the radionuclides once they may have eventually been released 

from their disposal canisters and surrounding engineering barriers (e.g. cementitious or 

compacted bentonite backfills). Numerous field and laboratory experiments studying 

matrix diffusion have been interpreted using mathematical solute transport models 

including advection and dispersion in the fractures and diffusion and retention (sorption) 

in the rock matrix.1,2,3,4,5,6,7,8,9 However, the predictive capacity of these models is difficult 

to quantify, especially in relation to the concepts used in the models and their translation 

into effective transport and retention parameters. With this idea in mind, a purely 

predictive modeling exercise was designed within the SKB GWFTS Task Force 

(GroundWater Flow and Transport of Solutes, www.skb.se/taskforce). This Task Force 

is an international forum in the area of conceptual and numerical modeling of 

groundwater flow and solute transport in fractured rock. Task 9 within the Task Force 

addresses the modeling of coupled matrix diffusion and sorption in heterogeneous 

crystalline rock matrix at depth, which is performed in the context of in situ diffusion 

experiments at the ONKALO underground rock research facility (Finland) and at the 

Äspö Hard Rock Laboratory (Sweden). The modeling exercise described here (Task 9A) 

was designed for modeling teams to make predictive calculations of tracer breakthrough 

curves in the Water Phase Diffusion Experiments (WPDE)10,11 at ONKALO. These were 

field solute transport experiments in veined gneiss subject to a simple well-characterized 

geometry. Synthetic groundwater containing several conservative and sorbing 

radiotracers (tracer pulses) was injected at one end of a borehole interval (Fig. 1). HTO, 

36Cl and 22Na were used as tracers in both experiments. Additionally, 85Sr and 133Ba were 
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injected in WPDE-2. Water flowed along the annulus (slot aperture 1.25 mm) between an 

inner polyether ether ketone (PEEK) dummy and the borehole wall, simulating an open 

fracture in the rock. Tracers were able to diffuse into and out of the rock matrix around 

the borehole. Flow rates were 20.1 L/min (WPDE-1) and 10.0 L/min (WPDE-2). The 

main goal of this modeling exercise was the comparison of different predictive 

calculations and the analysis of the possible differences between the different sets of 

results. The discussion of the experimental results and their interpretation10,11 were not 

part of the modeling exercise and are not addressed here.  However, for the sake of 

completeness, the measured breakthrough curves are also reported and compared with the 

predictions.  

The experimental setup, flow rates, injected tracer activities and rock 

mineralogies were provided in the task description12 (downloadable from www.skb.se), 

together with available supporting experimental data concerning rock properties 

(porosities, effective diffusion coefficients, capacity factors, batch sorption distribution 

coefficients; see supplemental material). The modeling teams were asked to make 

predictions of the tracer breakthrough curves, based on the supplied information. The 

different teams were free to formulate their own concepts and use the transport and 

retention parameters that they considered to be most suited to the experiment (i.e. not a 

benchmarking exercise). They were also asked to consider relatively simple conventional 

models (traditional advection-dispersion in the borehole annulus, Fickian diffusion and 

constant sorption distribution coefficients in the rock matrix, homogeneous rock 

properties), although more complex models could be used when providing alternative 

results. In addition to a central prediction, upper and lower bounds for the breakthrough 

curves were to be provided, based mainly on parameter uncertainty. 
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Details of all the model calculations performed by the different teams are 

available in SKB Report R-17-1013 (downloadable from www.skb.se). Here the goal is to 

provide an overview of the modeling concepts, the main results and the key conclusions 

from the study. 

 

Fig. 1. Concept of the Water Phase Diffusion Experiments (WPDE). Water (continuous) 

and tracers (pulse) were injected at one end of the borehole interval. Water flowed along 

the annulus around an inner PEEK dummy (blue) and was sampled at the other end of the 

interval. The length and outer diameter of the interval were 1.905 m and 56.5 mm, 

respectively. The annulus had an aperture of 1.25 mm. 

 

Models and parameters 

Nine different modeling teams participated in Task 9A. However, issues in the 

implementation of rock capacity (combined effect of porosity and sorption) in one of the 

codes resulted in anomalous results. These results will not be presented here.  

All models solved the advection-dispersion equation, which describes the 

conservation of solute mass subject to transport by advection and dispersion. The equation 

can be written as 

𝜕𝐶𝑡𝑜𝑡

𝜕𝑡
= ∇ ∙ (𝐃∇𝐶) − ∇ ∙ (𝐪𝐶)   (1) 
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where Ctot is the total solute concentration (mass per volume of solution, e.g. mol/m3 or 

Bq/m3, including the sorbed fraction), C is concentration in solution (mass per volume 

of solution), t is time (s), D is the combined dispersion-diffusion tensor (m2/s) and q is 

the Darcy velocity (m3/m2/s). Ctot is given by 

𝐶𝑡𝑜𝑡 = 𝜀𝐶 + 𝜌𝑑𝐾𝑑𝐶 = 𝛼𝐶    (2) 

where  is porosity, d is the bulk dry density of the rock (kg/m3), Kd is the linear sorption 

distribution coefficient (m3/kg) and  is the rock capacity factor (𝛼 = 𝜀 + 𝜌𝑑𝐾𝑑). The D 

tensor is the sum of the mechanical dispersion Dd and the effective diffusion coefficient 

De. Dd can be written as 

𝐃𝐝,𝐢𝐣 = 𝛼𝑇|𝑞| + (𝛼𝐿 − 𝛼𝑇)
𝑞𝑖𝑞𝑗

|𝑞|
   (3) 

where T and L are the transverse and longitudinal dispersivities (m) and q is the 

magnitude of the Darcy velocity. In this formulation it is assumed that that the principal 

direction of flow is aligned with the numerical grid. 

In the numerical models, all external boundaries were subject to no-flux 

conditions, except where water flowed into or out of the domain (inlet and outlet of the 

borehole annulus). Advective flux conditions (solute flux Jsolute = qC) were implemented 

at those points. For the model implementing an analytical solution, zero concentration at 

infinite distance from the annulus into the rock matrix was assumed. Concerning the 

initial conditions, no tracer was initially present in the domain. Tracers were injected by 

advection, at a given constant concentration, during a specified time (pulse injection). In 

all the cases, water flow and advection was restricted to the borehole annulus. Solute 

transport in the rock matrix was only by diffusion, which was isotropic in all the 

calculations. 

Below is a summary of the different models. Further details can be found in SKB 

Report R-17-1013. The term radial in the descriptions below refers to cylindrical 
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symmetry around the borehole axis. Notice that some teams only considered the dominant 

lithology along the borehole (veined gneiss), while other teams also considered the small 

amount of pegmatitic granite also present (veined gneiss from 0 to 0.35 m and from 0.5 

m to 1.905 m along the borehole section; pegmatitic granite between 0.35 m and 0.5 m). 

Royal Institute of Technology (KTH). Analytical solution (2D linear). 

The model described advection and dispersion (AD) in the narrow slot coupled to matrix 

diffusion (MD). Matrix diffusion was modeled as being linear instead of radial due to the 

small transport distances involved. Dispersion was accounted for as Taylor dispersion in 

the slot (reflecting faster flow velocities in the center of the annulus) as well as in the inlet 

and outlet tubes. To avoid numerical difficulties, the AD equation was solved setting 

dispersion equal to zero. Then a simple analytical solution for A+MD was available for 

linear MD. In order to account for the neglected Taylor dispersion in the slot in the AD 

model, the dispersion was modeled as velocity dispersion (VD) with the same variance 

in the residence times of the solutes. The VD in principle describes a bundle of 

streamlines, mixed at the outlet, in which the residence time distribution is modeled with 

the A+MD model with a distribution of water residence times (tw). The tw distribution was 

chosen such that the resulting Peclet number was the same as that due to Taylor 

dispersion.  

Japan Atomic Energy Agency (JAEA). Continuum model (2D radial), including a 

Borehole Disturbed Zone (1 mm). GoldSim code.14 

Radionuclide transport in the experimental borehole section was modeled taking into 

account advection and Fickian dispersion in the water-filled annular slot between the 

borehole wall and the inner PEEK dummy, together with diffusion and sorption in the 

surrounding rock matrix. One-dimensional flow was assumed for treating advection and 

dispersion in the slot. The dispersion effect caused by variations in flow velocity was 
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expressed by a dispersion coefficient. Matrix diffusion and sorption were modeled 

assuming a homogeneous rock matrix. However, a thin Borehole Disturbed Zone (BDZ) 

with different diffusion and sorption properties was considered.  

Technical University of Liberec (TUL). Mixed continuum-fracture model, 2D fracture 

+ 3D rock (full 360° section normal to the flow direction). Flow123d code.15 

The calculations considered homogeneous advection and Fickian dispersion in the slot 

together with diffusion and sorption in the rock matrix. However, the 3D rock matrix was 

divided into three volumes to explicitly differentiate the two different rock types found 

along the experimental borehole: veined gneiss 1 (0 - 0.35 m along the borehole axis), 

pegmatitic granite (0.35 – 0.5 m) and veined gneiss 2 (0.5 – 1.905 m). Each section of 

rock matrix was considered to be homogeneous. 

PROGEO. Continuum model (2D radial). MT3DMS code.16 

The modeling approach and setup were equivalent to those used by TUL, but using a 2D 

radial numerical domain instead of a full 3D model. 

ÚJV ŘEŽ, A.S. (UJV). Continuum model (2D radial). GoldSim code.14 

The modeling approach and setup were also equivalent to those used by TUL, but using 

a 2D radial numerical domain instead of a full 3D model. 

Czech Technical University in Prague (CTU). Continuum model (2D radial). GoldSim 

code.14 

As in the case of PROGEO and UJV, the modeling approach and setup were equivalent 

to those used by TUL, but using a 2D radial numerical domain instead of a full 3D model. 

AMPHOS 21 (A21). Continuum model (2D radial). PFLOTRAN code.17  

The calculations considered advection and Fickian dispersion in the slot together with 

diffusion and sorption in a homogeneous rock matrix of limited thickness (1.8 cm). The 
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thin matrix allowed the successful comparison with results from an additional 3D model 

of restricted size (not presented hee).   

Korea Atomic Energy Research Institute (KAERI). Continuum model (3D, 22.5° 

section normal to the flow direction). COMSOL Multiphysics code.18,19 

The calculations considered homogeneous advection and Fickian dispersion in the slot 

together with diffusion and sorption in a homogeneous rock matrix. 

 

Table 1 shows a compilation of parameters used in the different modeling 

exercises (central cases). In principle, the teams from the Czech Republic (UJV, TUL, 

CTU, PROGEO) had agreed to use the same parameter values, except for the thickness 

of the matrix. However, due to issues during the implementation of those values in the 

code, UJV ended up using smaller porosities. These teams also considered the two 

different lithologies (veined gneiss - VGN, 92.1% of the interval length, and pegmatitic 

granite - PGR, 7.9% of the length) surrounding the borehole, while the rest of the teams 

only considered the dominant lithology (VGN). JAEA assumed the presence of a BDZ 

with a thickness of 1 mm and increased diffusion coefficients, porosities and distribution 

coefficients. The assumption was that parameter values measured in the laboratory were 

applicable to the BDZ, while smaller values applied to the rest of the rock matrix (in situ 

conditions). In addition, A21 and JAEA did not consider the time spent by the tracers in 

the inlet and outlet tubing of the experiment. Mean residence times of water in the 

experimental slot (1.905 m in length), defined as volume of the slot divided by the 

volumetric flow rate, were 343 h (WPDE-1) and 689 h (WPDE-2). The additional times 

in the tubing, from the tracer vials to the sampling point, were 35.5 h (WPDE-1) and 71.3 

h (WPDE-2). 
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Overall, the porosities, diffusion coefficients and distribution coefficients used 

by the different teams were rather similar (aside from the smaller porosities finally 

implemented by UJV). Notice that the VGN lithology dominates the composition of the 

rock matrix in the models used by the Czech groups. Exceptions are the large 36Cl 

porosities used by JAEA and KAERI (they used the same values as for HTO) and the 

large 36Cl diffusion coefficient used by JAEA. The 36Cl diffusion coefficients and 

accessible porosities for PGR (7.9% of the interval length) used by the Czech groups were 

also very large, based on a single set of reported values for that lithology (De = 5×10-13 

m2/s,  = 0.013; Table S2 in the supplemental material; task description12). 

Results were to be provided as activity flow normalized to the total injected 

activity ((Bq/h)/Bq). Activities were also to be corrected for radioactive decay to the start 

of tracer injection (t = 0). Since only cases without sorption or with linear sorption were 

considered, decay correction was achieved by simply not including radioactive decay in 

the calculations. 



Table 1. Parameters used by the different modeling teams (central cases). 

 
Team Matrix 

thickness 

(cm) 

d 

(kg/m3) 

De(HTO) 

(×10-13 

m2/s) 

(HTO) De(Cl) 

(×10-15 

m2/s) 

(Cl) De(Na) 

(×10-13 

m2/s) 

(Na) Kd(Na) 

(×10-3 

m3/kg) 

De(Sr) 

(×10-13 

m2/s) 

(Sr) Kd(Sr) 

(×10-3 

m3/kg) 

De(Ba) 

(×10-13 

m2/s) 

(Ba) Kd(Ba) 

(×10-2 

m3/kg) 

Dispersion 

Dd (m2/s) 

or L (m) 

KTH Infinite 2650 2.00 0.01 5.0 0.000175 2.00 0.01 1.0 2.0 0.01 1.1 2.00 0.01 7.0 2×10-9 m2/s 

A21 1.8 2750 2.50 0.01 5.0 0.0002 2.50 0.01 1.3 2.5 0.01 1.1 2.50 0.01 6.0 0.001 m 

JAEA 

(matrix) 
20 2740 1.80 0.0063 150 0.0063 2.10 0.0063 1.1 2.5 0.0063 0.59 2.50 0.0063 2.5 0.045 m 

JAEA 

(BDZ) 
20 2740 4.30 0.0097 350 0.0097 5.20 0.0097 1.3 6.0 0.0097 1.1 6.00 0.0097 6.0 0.045 m 

TUL 

(VGN) 
10 2700 1.83 0.0082 5.0 0.000175 4.65 0.0082 1.3 3.3 0.0082 1.1 1.47 0.0082 6.0 0.19 m 

TUL 

(PGR) 
10 2700 5.70 0.005 500 0.013 4.65 0.005 0.8 3.3 0.005 1.1 1.47 0.005 8.0 0.19 m 

UJV 

(VGN) 
100 2700 1.83 0.0004 5.0 4.4×10-5 4.65 0.0017 1.3 3.3 0.0021 1.1 1.47 0.0014 6.0 0.19 m 

UJV 

(PGR) 
100 2700 5.70 0.0014 500 0.0010 4.65 0.0020 0.8 3.3 0.0024 1.1 1.47 0.0016 8.0 0.19 m 

CTU 

(VGN) 

28 (2 for 
133Ba) 

2700 1.83 0.0082 5.0 0.000175 4.65 0.0082 1.3 3.3 0.0082 1.1 1.47 0.0082 6.0 0.19 m 

CTU 

(PGR) 

28 (2 for 
133Ba) 

2700 5.70 0.005 500 0.013 4.65 0.005 0.8 3.3 0.005 1.1 1.47 0.005 8.0 0.19 m 

PROGEO 

(VGN) 
20 2700 1.83 0.0082 5.0 0.000175 4.65 0.0082 1.3 -- ---- -- ---- ---- -- 0.20 m 

PROGEO 

(PGR) 
20 2700 5.70 0.005 500 0.013 4.65 0.005 0.8 -- ---- -- ---- ---- -- 0.20 m 

KAERI 7.2 2700 2.50 0.0063 5.0 0.0063 4.65 0.0063 1.26 3.3 0.0063 1.1 1.47 0.0063 6.16 0.19 m 

 

d: bulk dry density. De: Effective diffusion coefficient. : Porosity. Kd: Distribution coefficient. Dd: Dispersion coefficient. L: Longitudinal dispersivity. 

The dispersion coefficient used by KTH is equivalent to dispersivities of 2.6×10-3 m (WPDE-1) and 5.3×10-3 m (WPDE-2).



Results and discussion 

WPDE-1 (central cases) 

HTO 

Figure 2 shows the calculated breakthrough curves (normalized decay-corrected activity 

flow NDCAF vs. time) for HTO. The most striking feature is the difference between the 

results from the teams assuming very small dispersivities (KTH, A21) and the results 

from the rest of the teams, who considered larger dispersivities (ranging from 0.045 m to 

0.20 m). Small dispersivities result in tall and narrow breakthrough curves with very sharp 

arrivals, while larger dispersivities result in much shorter and wider curves with very early 

first arrivals (much earlier than the mean residence time of water in the borehole slot). 

JAEA assumed an intermediate value of dispersivity in the slot (0.045 m), compared to 

the values of 0.19 – 0.20 m (ca. 10% of the path length) used by other teams. The effect 

can be readily seen from the results. 

When looking at the results in a log-log scale (Fig. 2b), the main peak is 

dominated by advection-dispersion in the slot, while the tail is controlled by out-diffusion 

from the rock matrix to the water flowing in the slot. The typical slope of the tail in a log-

log plot, when matrix diffusion is not limited by the thickness of the rock matrix, and for 

linear diffusion orthogonal to the direction of flow, is -1.5.Refs.1,20,21 The different values 

of dispersivity affect solute transport in the slot, where water flow takes place, and affect 

the shape and height of the main peak. However, since the characteristic time scales for 

advection (hundreds of hours) and matrix diffusion (thousands of hours) are very 

different, it has been shown22 that the two parts of the curve are indeed decoupled and the 

tail reflects the diffusion and retention properties of the rock matrix regardless of the 

effect of dispersivity on the main peak.  
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(a) 

 

(b) 

 

Fig. 2 WPDE-1 model results for HTO (NDCAF vs. time). (a) linear – linear scale, (b) 

log – log scale (a line with a slope of -1.5 is shown for reference).  
 

Looking first at the main peak (Fig. 2), the difference in the position of the peaks 

between the results from A21 and KTH, both using small dispersivities, is due to the fact 

that A21 did not consider the time spent by the tracer in the tubing at the inlet and outlet 

of the experimental borehole interval. Different peak heights are also clearly observed 

between the results from the teams using small dispersivities (A21, KTH) and those from 

the rest. The intermediate value of dispersivity used by JAEA (0.045 m) is also reflected 

in the results.  The small differences in the first arrival times between the different Czech 

teams and also KAERI (Fig. 2b) are due to numerical reasons, i.e. differences in the 

spatial and temporal discretizations implemented in the models. 
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Concerning the tails of the breakthrough curves, they are basically identical, 

reflecting also the characteristic -1.5 slope, except for those from A21 and UJV. The tail 

from A21 shows an initial flattening of the slope shortly after the peak and a pronounced 

drop in activity starting at about t = 4000 h (Fig. 2b). From analytical solutions for planar 

fracture geometries,23,24 matrix thickness should only affect the slope of the tail of the 

breakthrough curve and not its level. Figure 3 shows results of calculations performed 

with the CrunchFlow code.25,26 The parameters of the calculations are the same as those 

used by the Czech TUL, PROGEO and CTU groups, but considering only veined gneiss 

(VGN) as the rock type around the borehole. The different breakthrough curves are for 

different matrix thicknesses (100, 10, 1.75 cm); different geometries (cylindrical – 2D 

radial and rectangular – 2D linear) are also compared for the largest matrix thickness. The 

results show that matrix thickness only has an effect if a very thin matrix is considered. 

The tail from A21 clearly shows an effect from the very limited matrix thickness that was 

considered (1.8 cm). Concerning the possible difference between cylindrical and 

rectangular geometries, this difference should be more evident for the case of a very thick 

matrix. However, the results show no effect, due to the thin (< 10 cm) diffusion profiles 

in the rock matrix in the calculations. 

Regarding the lower level of the tail corresponding to the results from UJV, this 

lower level is due to the smaller porosities that were implemented by UJV compared to 

those used by the other teams (Table 1). As shown in the literature,21,27 the level of the 

tail is proportional to the square root of De (conservative tracers) or De (sorbing 

tracers), where  is the rock capacity factor ( =  + dKd).  
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Fig. 3. WPDE-1 model results for HTO (relative activities A/A0 vs. time) using 

CrunchFlow. Tubing (inlet and outlet) is not included in the calculation. Results are for 

different matrix thicknesses (100, 10, 1.75 cm) and geometries (cylindrical - 2D radial 

and rectangular - 2D linear). 
 

 36Cl 

Figure 4 shows the calculated breakthrough curves (NDCAF vs. time) for 36Cl. As in the 

case of HTO, the most striking feature is the difference between the results from the teams 

assuming very small dispersivities (KTH, A21) and the results from the rest of the teams. 

JAEA used an intermediate value of dispersivity (0.045 m).  

Concerning the tails of the breakthrough curves, the results (Fig. 4b) show the 

low activities in the tail from UJV (compare UJV vs. TUL-PROGEO-CTU), similar to 

those for HTO. UJV implemented smaller porosities compared to the rest of the Czech 

teams (Table 1), which explains this lower tail. JAEA used De and  values very similar 

to those for HTO, explaining also the high level of its corresponding tail. 
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(a) 

 

  (b) 

 

Fig. 4. WPDE-1 model results for 36Cl (NDCAF vs. time). (a) linear – linear scale, (b) 

log – log scale (a line with a slope of -1.5 is shown for reference). 
 

The tails of the curves from KTH and A21 should be practically the same 

(practically equal De and  values), but the levels are clearly different. This difference is 

most probably caused by the implementation of numerical parameter values slightly 

different from those intended. A porosity value similar to that for HTO was probably 

implemented by KTH. Notice that the level of these tails should be lower than that from 

KAERI, which used the same value of De but a larger porosity. Concerning the effect of 

matrix thickness, the breakthrough curve from A21 shows a drop in activity starting at 

about 2000 h due to the thin matrix considered in that model (1.8 cm). 
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 22Na 

A quick inspection of the results already shows that there is more variability in the main 

peak than in the case of the non-sorbing tracers (Fig. 5), while variability in the tails is 

less. Comparing the results of KTH and A21 (small dispersivities), the lower peak (and 

also slightly higher tail) from A21 are consistent with the slightly higher De and Kd values 

(Table 1). The results from JAEA are intermediate between those of TUL-UJV-CTU and 

those from KTH and A21, consistent with the intermediate value of dispersivity used by 

JAEA.  

The results from PROGEO show a tall and early peak (taller and earlier than 

those from TUL, CTU or UJV). The reason for this taller and earlier peak lies in how 

transversal dispersivity was implemented in the different codes. PROGEO implemented 

zero transversal dispersivity in the slot for the central case, while the other Czech teams 

used values ranging from 0.019 m to 0.19 m. This implementation of transversal 

dispersivity resulted in an increased net diffusion/dispersion coefficient at the slot-rock 

interface, resulting from averaging (arithmetic mean) of diffusion-dispersion coefficients 

between the two different domains. As a consequence, there was a corresponding net 

increase in solute fluxes through the interface, explaining the extra retardation (lower and 

later peaks) in the results from TUL, CTU and UJV. PROGEO also provided results 

considering a transversal dispersivity of 0.20 m (dotted line in Fig. 5), which plot together 

with the curves from the other Czech teams and showing this effect. The initial flatter 

slope of the tail of the PROGEO results (central case) is given by this same effect 

combined with a relatively coarse spatial discretization. The transversal dispersion effect 

was negligible for the non-sorbing tracers. 

The results from KAERI are very similar to those from UJV and CTU, with only 

slightly taller and earlier peaks (Fig. 5a). KAERI also implemented transversal dispersion 
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in their calculations (L = T). The difference in the first arrival times between the 

different Czech teams and also KAERI is due to numerical discretization effects (Fig. 5b). 

Looking at the tails of the breakthrough curves, the lower tail found in the HTO 

and 36Cl results from UJV cannot be observed here. This is due to the fact that the rock 

capacity factor is dominated here by sorption, and there is no noticeable effect from the 

smaller porosities implemented by UJV. The tails of the different curves are all rather 

similar (Fig. 5b; only the PROGEO central-case results are slightly different), pointing to 

the very similar response of the models to matrix diffusion and sorption, compared to the 

large differences in the main peak caused by the different dispersivity values.  
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(a) 

 

(b) 

 

Fig. 5. WPDE-1 model results for 22Na (NDCAF vs. time). (a) linear – linear scale, (b) 

log – log scale (a line with a slope of -1.5 is shown for reference). P-tdisp corresponds 

to the results from PROGEO including transversal dispersivity. 
 

WPDE-2 (central cases) 

In addition to HTO, 36Cl and 22Na, 85Sr and 133Ba also were injected in WPDE-2. 

Modeling results for HTO, 36Cl and 22Na were very similar to those from WPDE-1, 

reflecting only the longer mean water residence time in the experimental borehole (689 h 

vs. 343 h) due to the smaller flow velocity (10.0 l/min vs. 20.1 L/min). As a result, the 

breakthrough curves shift to later times, as expected. Only the results for 85Sr and 133Ba 

will be shown here. PROGEO did not perform the calculations for WPDE-2. 
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 85Sr 

The results from 85Sr (Fig. 6) show trends which are very similar to those of 22Na (Fig. 5, 

WPDE-1). The peak from A21 is shorter than the one from KTH (both teams using small 

dispersivities; Fig 6a), which is consistent with the slightly higher De value used by A21 

(Table 1). The peak from TUL is also slightly taller than those from UJV and CTU. The 

results from KAERI are very similar to those from TUL, with only slightly earlier peak 

arrival times (Fig. 6a). The results from JAEA are somewhat intermediate between those 

of TUL-UJV-CTU-KAERI and those from KTH and A21, consistent with the 

intermediate value of dispersivity used by JAEA. The tails of the different curves are all 

rather similar, pointing again to the similar response of the models to matrix diffusion and 

sorption, compared to the large differences in the main peak caused by the different 

dispersivity values. The difference in the first arrival times between the different Czech 

teams and also KAERI is due to numerical reasons (Fig. 6b). 
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(a) 

 

  (b) 

 

Fig. 6. WPDE-2 model results for 85Sr (NDCAF vs. time). (a) linear – linear scale, (b) 

log – log scale (a line with a slope of -1.5 is shown for reference). 
 

 133Ba 

This set of the results (Fig. 7), corresponding to the most strongly sorbing tracer, shows 

the highest variability between the different teams. Concerning the results from the teams 

considering large dispersivity values, the results from UJV and CTU are practically 

identical, but those from TUL (central case) show a very tall and late peak and a very flat 

tail. The three teams used the same parameters (except for the smaller porosities 

implemented by UJV, which have no effect here). A spatial discretization effect 

(discretization normal to the slot-rock interface), which can be very important for strongly 

sorbing tracers, played a significant role. TUL performed a sensitivity study showing that 

a finer discretization led to earlier first arrival and peak times and shorter peaks (Fig. 7, 
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TUL-r). The thicknesses of the numerical elements in the rock matrix next to the slot were 

0.25 mm and 0.016 mm in the coarse and fine meshes, respectively. The results from 

KAERI, who performed a convergence check on spatial discretization, are similar to those 

from TUL (finer discretization).  

The results from JAEA show a lower and later peak. The use of a larger 

dispersivity (0.19 m) shifts the first arrival and peak to earlier times, widening also the 

breakthrough curve (Fig. 7, JAEA19), but a strong retardation effect caused by the larger 

De value in the BDZ can still be observed. While the Kd value in the BDZ (0.06 m3/kg, 

Table 1) was comparable to the values used by the other teams, the De value (6×10-13 

m2/s) was considerably larger, inducing faster tracer uptake by the rock in the BDZ. 

The strongly-sorbing nature of the tracer caused very late breakthrough tails, 

exceeding the calculation times specified in the task (Fig. 7b). A detailed comparison of 

the tails is therefore not possible. 
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(a) 

 

  (b) 

 

Fig. 7. WPDE-2 model results for 133Ba (NDCAF vs. time). (a) linear – linear scale, (b) 

log – log scale. TUL-r corresponds to results from TUL using a refined mesh. JAEA19 

coresponds to results from JAEA using a large dispersivity. 
 

Sensitivity analyses: upper and lower predictions, additional results 

In addition to a central prediction for each tracer, modeling teams were asked to present 

upper and lower bounds for their breakthrough curves. Additional results from further 

sensitivity studies or alternative model concepts could also be presented.13 A summary of 

these results is reported here.  

Conerning upper and lower bounds for the calculated breakthrough curves, the 

following results were provided: 

• KTH provided upper and lower curves for the different tracers based on variations 
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R is the retardation factor and  is the rock capacity factor. The value of MPG 

was multiplied and divided by 3.15 to obtain upper and lower curves for each 

tracer.  

• JAEA presented upper and lower curves for each tracer based on the uncertainties 

(ranges of values) in the supporting experimental data (sorption and diffusion 

parameters). Single upper and lower curves were those resulting from the changes 

in the parameter having the largest effect in the results.  

• TUL and UJV reported upper and lower curves for each tracer and for each 

parameter examined, based on the uncertainties (ranges of values) in the 

supporting experimental data. The parameters examined were L (0.1, 0.19, 0.28 

m), , Kd and De for the two rock types included in the models (VGN and PGR).  

• CTU provided single upper and lower curves based on the uncertainties (ranges 

of values) in the supporting experimental data. The upper/lower predictions 

report the maximum/minimum of all calculated breakthrough curves at a given 

time.  

• A21 provided upper and lower curves for each tracer by considering large and 

small values of both De and , keeping their ratio (De/ = Dp) constant. 

• KAERI presented upper and lower curves for each tracer based on the 

uncertainties (ranges of values) in the supporting experimental data (De, Kd). 

Single upper and lower curves were those resulting from the changes in the 

parameter having the largest effect in the results. 

 

As an example, results from CTU (single upper and lower curves for HTO and 133Ba 

in WPDE-2) are shown in Fig. 8. The curves show the expected potential variability 

according to the ranges of values for porosity, De and Kd for the different tracers in the 
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supporting experimental data (see supplemental material). The results indicate a larger 

potential variability in the tails for non-sorbing tracers, as actually observed when 

comparing the results from the different teams (central cases, Figs. 2b, 4b, 5b, 6b). 

 

  

Fig. 8. Calculated breakthrough curves (WPDE-2) from CTU for HTO (left) and 133Ba 

(right); central predictions with upper and lower bounds. 
 

Regarding sensitivity analyses and alternative model concepts, the effects of 

different possible values of longitudinal dispersivities (affecting solute transport in the 

slot) and of spatial discretization in the rock close to the slot (affecting the results for 

sorbing tracers) were evaluated by different teams. 

Concerning the dispersivities, the following results were reported:  

• KTH provided additional results by using different values of dispersion in the slot 

for HTO (WPDE-1), based on estimated standard deviations for water residence 

time and aperture of the slot.  

• JAEA presented additional calculations considering different values of 

longitudinal dispersivity in the slot (L = 0, 0.045 m, 0.19 m). 

• PROGEO reported additional results (WPDE-1) for (a) L = 0, 0.1 m, 0.2 m, 0.28 

m. Results using zero dispersivity but a variable fracture aperture also resulted in 

a dispersion effect. 
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• A21 provided additional results for WPDE-2 (HTO, 22Na) with L = 0.001 m and 

0.02 m.  

• KAERI provided additional results considering different values of dispersivity (L 

= 0.01ref, 0.1ref, 0.5ref, ref, 1.5ref; ref = 0.19 m). As an illustration, Figure 9 

shows the calculated breakthrough curves for HTO (WPDE-1). As mentioned 

above, and for non-sorbing or weakly sorbing tracers, small dispersivities result 

in tall and narrow breakthrough curves with very sharp arrivals, while larger 

dispersivities result in much shorter and wider curves with very early first arrivals. 

However, for strongly sorbing tracers, smaller dispersivities result in narrower but 

also shorter peaks (Fig. 7, JAEA results).  

 

 

Fig. 9. HTO breakthrough curves (WPDE-1) from KAERI corresponding to different 

values of longitudinal dispersivity. The reference curve (ref) corresponds to L = 0.19 

m.  
 

There are some common observations from the teams who used the ranges of 

values of the reported supporting experimental data (porosities, diffusion coefficients, 

sorption distribution coefficients) for their sensitivity analyses. The results for the main 

peak from each team indicated very little sensitivity with respect to the porosity of the 
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magnitude of dispersion in the slot, while sorbing tracers were also affected by the values 

of diffusion and sorption parameters. 

TUL, PROGEO and KAERI also studied the effect of spatial discretization on 

the results for sorbing tracers. Discretization normal to the direction of flow only had an 

important effect for strongly sorbing tracers. Figure 10 shows the results from KAERI for 

133Ba, showing that a finer discretization results in shorter peaks with erlier first arrival 

and peak times. It should be noted that the results reported by TUL in their central 

prediction (Fig. 7) correspond to their coarser mesh, explaining the large difference with 

the results from other teams.  

Additionally, JAEA proposed an alternative conceptual model addressing 

potential heterogeneous flow in the annular slot. This model case included two different 

flow channels (10% of the slot with 3 times the average flow velocity and 90% of the slot 

with 0.78 times the average flow velocity), resulting from potential geometric 

irregularities in the annulus. The results (Fig. 11, WPDE-2) show the formation of double 

peaks corresponding to the two channels. These peaks overlap for the strongly sorbing 

133Ba. 
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Fig. 10. 133Ba breakthrough curves (WPDE-2) from KAERI corresponding to different 

spatial discretizations normal to the direction of flow. All calculations performed with 50 

layers of numerical elements in the rock matrix (72 mm thick). ER300 means that the 

elements next to the slot-matrix interface are 300 times thinner than those at the outer end 

of the radial domain (72 mm into the rock matrix). 
 

 

Fig. 11. Breakthrough curves (WPDE-2) from JAEA considering channeling in the slot. 

The curves for HTO and 36Cl, and also those for 22Na and 85Sr, are practically identical. 
 

Experimental results 

As mentioned in the introduction, this was a blind modeling exercise and the different 

teams did not have access to the experimental results. However, and for the sake of 

completeness, the measured breakthrough curves were finally also compared with the 

model predictions. Figures S1, S2 and S3 in the supplemental material show the 

calculated breakthrough curves together with the measured experimental data (all in terms 

of NDCAF vs. time). Measured decay-corrected activities at the outlet (Bq/g) were 

multiplied by the flow rate and divided by the injected activity to obtain NDCAF. 
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Activities were measured in water samples for all tracers. For some of the tracers on-line 

activities were also measured. 

Experimental results tend to show relatively small activities, wide breakthroughs 

and early first arrivals, which are similar to model results using large dispersivity values. 

However, breakthroughs are always very sharp (very rapid increases in activity) and show 

at least two well defined peaks, which suggest the existence of multiple flow paths or 

channels in the slot, with very small dispersivities in each channel (causing the very sharp 

breakthroughs). Also, experimental results for the non-sorbing tracers (HTO, 36Cl) show 

tails with relatively low activities compared with modeling results. Slightly smaller 

diffusion coefficients and/or porosities may apply to these experimental conditions. 

Experimental results for 22Na and 85Sr show tall and early tracer peaks together 

with rapid activity drops in the tails of the curves. These features seem to indicate that 

these tracers sorb less strongly than expected from the reported supporting experimental 

data (distribution coefficients), or that they diffuse more slowly than expected in the rock 

matrix. Experimental results for 133Ba also show early peaks, although more consistent 

with the results from the teams assuming large dispersivities (ca. 0.2 m) in the slot. 

An additional feature of the measured breakthrough curves is that the first main 

tracer peak is taller in WPDE-1, while the second main peak is taller in WPDE-2. This 

feature could indicate heterogeneity with respect to diffusion/retention properties or 

channel geometries. Different flow geometries in WPDE-1 and WPDE-2 are also a 

possibility. 

 

 

 

Summary and conclusions 
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Purely predictive calculations for a field matrix-diffusion experiment (REPRO WPDE) 

were performed within the SKB GWFTS Task Force. Tracer breakthrough curves, 

corresponding to tracer pulse injection, had to be calculated. The different teams had 

access to supporting experimental information concerning porosities, diffusion 

coefficients and sorption parameters for the rock matrix. They were free to use different 

model approaches and use different transport and retention parameters based on the 

supporting experimental data. 

A first conclusion is that even if the objective of the exercise was to focus on 

matrix diffusion under in situ conditions, the modeling results were finally sensitive to 

the assumed magnitude of dispersion in the slot, which is related to the flow of water and 

not to transport and retention in the rock matrix. Modeling teams considered different 

conceptual models of flow and transport in the fracture: Taylor dispersion, dispersion 

length (typically 1/10th of the path length), variable apertures and multiple flow paths. 

These different concepts significantly influenced the resulting dispersion in the fracture. 

On the other hand, differences in the conceptualization of diffusion and sorption in the 

rock were only minor. Advection and dispersion have a strong effect on the main peak of 

the tracer breakthrough curves, while the tails reflect back-diffusion from the rock matrix 

after the end of the tracer pulses. Given that the time scales for advection and matrix 

diffusion were considerably different, the two parts of the curves are decoupled and the 

tails of the curves reflect only tracer diffusion and retention in the rock matrix. 

Regarding the sensitivity analyses conducted by the different teams (upper and 

lower bounds of the breakthrough curves, additional results), they confirmed the large 

sensitivity of the results for the main peak to dispersion. However, the different 

dispersivity values did not affect the tails of the breakthrough curves. Also concerning 

the main peak, and considering the ranges of values of the reported supporting 
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experimental data (porosities, diffusion coefficients, sorption distribution coefficients), 

results from each team indicated very little sensitivity to the porosity of the rock matrix. 

Non-sorbing tracers (HTO, 36Cl) were only significantly affected by the magnitude of 

dispersion in the slot, while sorbing tracers were also affected by the values of diffusion 

and sorption parameters. At the same time, and according to those ranges of values, the 

expected potential variability in the tails of the breakthrough curves was larger for non-

sorbing tracers. 

The thickness of rock matrix considered in the models is an important parameter 

affecting the results for non-sorbing tracers, since these conservative tracers can move a 

considerable distance into the rock. Also, the assumption or not of potentially reduced 

porosities and diffusion coefficients for 36Cl (anion exclusion) affects the tails of the 

breakthrough curves. 

Very significant differences have been observed between the models in the 

results for the most strongly sorbing tracer (133Ba). Spatial discretization plays an 

important role here. Checking the convergence of the results with respect to spatial 

discretization, which is always a basic modeling practice, is particularly important in the 

case of strongly sorbing species.  

Other issues observed in the results include a numerical effect arising from the 

implementation of transversal dispersivity in the slot, which translates into additional 

retardation for sorbing tracers. The reason for this effect is the averaging of transport 

properties at the slot-matrix interface. Harmonic means of transport properties, instead of 

arithmetic means, should be used at those interfaces. Also, slightly different positions of 

the peaks and small differences in first arrival times can be due to numerical discretization 

effects. 
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In summary, the comparison between the different sets of modeling results, 

reflecting the use of different codes and modeling approaches, has provided important 

information concerning the reasons for the differences in the results, which can eventually 

be relevant for performance assessment calculations of potential deep geological disposal 

of radioactive waste. The importance of contrasting different concepts and tools 

(including analytical solutions) has been shown. The effects of errors when implementing 

parameter values in the codes are also reflected in the results. 

This study has focussed on the differences between the blind predictive models 

used to simulate the experiments. A full discussion of the experimental results and their 

interpretation is provided in two POSIVA reports.10,11 For the sake of completeness, the 

models have also been finally compared to the measured experimental breakthroughs. 

Experimental results tend to show relatively small activities, wide breakthroughs and 

early first arrivals, which are similar to model results using large dispersivity values. 

However, breakthroughs are always very sharp and show at least two well defined peaks, 

which suggest the existence of multiple flow paths or channels in the slot, with very small 

dispersivities in each channel. 
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Figures S1 to S3 below show the results (breakthrough curves) from the predictive models 

together with the experimental measurements. Results are shown in both linear-linear and 

log-log scales. 

 

 

Figure S1. Model and experimental breakthrough curves (NDCAF vs. time) for WPDE-1. Small 

circles correspond to activities measured in water samples. The thin black line (22Na) corresponds 

to online measurement. 
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Figure S2. Model and experimental breakthrough curves (NDCAF vs. time) for WPDE-2. Small 

circles correspond to activities measured in water samples. The thin black line (22Na) corresponds 

to online measurement. 
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Figure S3. Model and experimental breakthrough curves (NDCAF vs. time) for WPDE-2. Small 

circles correspond to activities measured in water samples. The thin black lines (85Sr, 133Ba) 

corresponds to online measurements. 
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Tables S1 to S3 below provide a summary of the laboratory experimental results available 

to the modeling teams. 

 

 

Table S1. Rock matrix porosities obtained in the REPRO laboratory campaign. Data are 
reproduced from Ikonen et al. (2015) and, where noted, from Kuva et al. (2015).  

Drillhole Drillhole lengths (m) Porosity (%) Method 

ONK-PP323 18.02-18.07  0.82 ± 0.13 Ar-pycnometry (Kuva et al. 2015) 

ONK-PP323 18.12-18.15 2.7 ± 0.3 Ar-pycnometry (Kuva et al. 2015) 

ONK-PP323 18.71-18.74 1.20 ± 0.12 14C-PMMA autoradiography 

ONK-PP323 18.75-18.78 0.64 ± 0.16 
0.40 ± 0.04 

Water gravimetry 
14C-PMMA autoradiography 

ONK-PP323 18.78-18.83 0.85 ± 0.23 Water gravimetry 

ONK-PP323 18.83-18.89 1.24 ± 0.14 Ar-pycnometry 

ONK-PP323 19.02-19.07 0.65 ± 0.05 Ar-pycnometry  

ONK-PP323 19.07-19.10 0.45 ± 0.12 
0.50 ± 0.05 

Water gravimetry  
14C-PMMA autoradiography 

ONK-PP323 19.10-19.12 0.70 ± 0.07 14C-PMMA autoradiography 

ONK-PP323 19.12-19.17 0.30 ± 0.03 14C-PMMA autoradiography 

ONK-PP323 20.89-20.91 0.19 ± 0.08 Ar-pycnometry (Kuva et al. 2015) 

ONK-PP318 13.92-13.95 0.6 ± 0.3 Ar-pycnometry (Kuva et al. 2015) 

ONK-PP318 13.97-14.02 0.63 ± 0.05 Ar-pycnometry (Kuva et al. 2015) 

ONK-PP318 15.62-15.65 0.30 ± 0.04 14C-PMMA autoradiography 

ONK-PP318 15.65-15.66 0.70 ± 0.07 14C-PMMA autoradiography 

ONK-PP318 15.66-15.69 0.42 ± 0.12 
0.50 ± 0.05 

Water gravimetry 
PMMA autoradiography 

ONK-PP318 15.69-15.74 0.49 ± 0.14 Water gravimetry 

ONK-PP318 15.74-15.79 0.44 ± 0.05 Ar-pycnometry 
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Table S2. Rock matrix effective diffusivity obtained by water phase through-diffusion experiments 
at Helsinki University (unpublished data). 

Drillhole Drillhole lengths 
(m) 

Tracer Effective diffusivity, De 
(m2/s) 

Rock capacity factor,  
(–) 

ONK-PP323 18.89 – 18.94 HTO (2.5 ± 0.3)∙10–13 0.0070 ± 0.0005 

ONK-PP323 18.94 – 18.96 HTO 
Cl-36 

(1.6 ± 0.3)∙10–13 
(0.05 ± 0.03)∙10–13 

0.011 ± 0.001 
0.0002 ± 0.0005 

ONK-PP323 18.96 – 18.98 HTO 
Cl-36 

(1.4 ± 0.2)∙10–13 
(0.05 ± 0.03)∙10–13 

0.011 ± 0.001 
0.00015 ± 0.0005 

ONK-PP318 15.79 – 15.84 HTO 
Cl-36 

(5.7 ± 0.6)∙10–13 
(5 ± 1)∙10–13 

0.013 ± 0.001 
0.013 ± 0.002 
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Table S3. Measured porosities, effective diffusion coefficients, and permeabilities, as well as rock 
types of the REPRO samples. Error estimates are given as ±1 σ. Data are reproduced from Kuva 
et al. (2015, Table 2) but sample labelling has been updated and sample foliation is added for 
borehole ONK PP323-PP327. PGR: Pegmatitic granite. VGN: Veined gneiss. 

Sample 
Porosity 

ɛ [%] 

Gas diffusion  
De × 10-9 (m2/s) 

Permeability 

k × 10-19 (m2) 
Rock type Foliation 

ONK-PP318 
13.92-13.95 

0.6 ± 0.3 8.2 ± 0.8 860 ± 70 PGR - 

ONK-PP318 
13.97-14.02 

0.63 ± 0.05 3.2 ± 0.6 64 ± 1 PGR - 

ONK-PP318 
15.74-15.79 

0.44 ± 0.14 5.7 ± 0.5 5.9 ± 0.2 PGR - 

ONK-PP318 
16.87-16.92 

0.70 ± 0.05 6.7 ± 0.7 9 ± 1 VGN - 

ONK-PP319 
9.16-9.21 

0.34 ± 0.14 2.0 ± 0.2 1.3 ± 0.2 VGN - 

ONK-PP319 
9.47-9.52 

2.4 ± 0.2 1.4 ± 0.3 6 ± 1 VGN - 

ONK-PP319 
12.46-12.51 

0.77 ± 0.15 2.8 ± 0.2 1.1 ± 0.1 VGN - 

ONK-PP319 
12.70-12.75 

0.6 ± 0.14 3.8 ± 0.5 49 ± 5 VGN - 

ONK-PP321 
10.26-10.31 

0.55 ± 0.14 1.9 ± 0.7 39 ± 1 VGN - 

ONK-PP323 
18.02-18.07 

0.82 ± 0.13 3 ± 1 11.3 ± 0.1 VGN ┴ 

ONK-PP323 
18.12-18.15 

2.7 ± 0.3 5.4 ± 0.5 53 ± 5 VGN ┴ 

ONK-PP323 
18.83-18.89 

1.24 ± 0.14 0.58 ± 0.05 0.2 ± 0.1 VGN ┴ 

ONK-PP323 
19.02-19.07 

0.7 ± 0.2 0.50 ± 0.05 0.14 ± 0.02 VGN ┴ 

ONK-PP323 
20.89-20.91 

0.19 ± 0.08 0.75 ± 0.1 0.9 ± 0.1 VGN ┴ 

ONK-PP324 
11.49-11.51 

1.02 ± 0.05 0.8 ± 0.1 3.6 ± 0.4 VGN || 

ONK-PP326 
11.42-11.44 

2.9 ± 0.1 1.4 ± 0.1 2.0 ± 0.2 VGN || 

ONK-PP326 
11.72-11.74 

0.68 ± 0.08 1.1 ± 0.1 9.5 ± 0.2 VGN || 

ONK-PP327 
12.05-12.07 

0.7 ± 0.1 1.2 ± 0.1 0.2 ± 0.1 VGN || 
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Table S4. Sorption partitioning coefficients obtained in batch experiments on crushed rock of 
different size fractions by Helsinki University (unpublished data). Uncertainty estimates represent 
one standard deviation. 

Radionuclide Rock type Sorption partitioning coefficients (m3/kg) 

Na-22 Veined gneiss 
Pegmatitic granite 

0.0013 ± 0.0003 
0.0008 ± 0.0003 

Sr-85 Veined gneiss 
Pegmatitic granite 

0.0011 ± 0.0003 
0.0011 ± 0.0003 

Ba-133 Veined gneiss 
Pegmatitic granite 

0.06 ± 0.02 
0.08 ± 0.02 
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